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#### Abstract

Studies of the detection of change have commonly been concerned with individuals inspecting a system or a process, whose characteristics were fully determined by the researcher. We, instead, study the detection of change in the preferences - and hence the behavior - of others with whom an individual interacts. More specifically, we study situations in which one's benefits are the result of the joint actions of one and one's partner when at times the preferred combination is the same for both and at times it is not. In other words, what we change is the payoffs associated with the different combinations of interactive choices and then look at choice behavior following such a change. We find that players are extremely quick to respond to a change in the preferences of their counterparts. This responsiveness can be explained by the players' impulsive reaction to regret - if one was due - at their most recent decision.
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## INTRODUCTION

The world around us is constantly changing and the sooner we detect a change the faster we shall be ready to face the new situation. This is particularly true of changes in the preferences of people with whom we interact, of people whose choices, combined with our own affect our wellbeing. When certain combinations of actions are preferred by all matters are simple: One could just choose the action that would benefit all. Romantic interactions and many business and other social interactions, are examples of such a case. Matters become more complex when combinations of actions that are good for one are not so for the other. Obviously, if both acted to

[^0]promote only their own good, the outcome of their joint actions would be bad for both. We shall denote the former case as one of aligned preferences and the latter as misaligned.

More complicated still is the fact that life neither involves only interactions with those whose preferences are aligned with one's own, nor only interactions with those whose preferences are misaligned, but periods of one and periods of the other. The tastes of romantic partners may change such that joint actions that brought them pleasure do so no more or the investment preferences of business partners may differ such that with some, certain activities are profitable to all and with others they may be in conflict. Here we focus on situations in which the preferences of one's counterpart change from being aligned to misaligned and vice versa and ask if, how and how fast people detect such changes and change their behavior accordingly.

A large part of the research concerned with the detection of change has been conducted from a prescriptive point of view, with mathematicians, statisticians, computer scientists, engineers, and psychologists proposing mathematical analyses, computer algorithms and heuristics designed to optimize the detection of change (e.g., Rapoport et al. 1979; for an overview, see Nikiforov 2001). The size of the changes, their frequency, and the variability (noise) in the generating process, are all important parameters determining the amount of data that should be used to establish both a base line and an estimate of the current state.

A descriptive approach to the detection of change can be found in the work of economists (e.g., Massey and Wu 2005), ecologists and psychologists interested in foraging behavior (e.g., Kacelnik et al. 1987; Shettleworth et al. 1988), and psychologists focusing on learning and on judgment and decision-making (e.g., Barry and Pitz 1979; Brown and Steyvers 2005 2009; Brown et al. 2007; Gallistel et al. 2001). One important finding of these studies is that organisms - humans and other animals alike - are fast at detecting changes (but see Brown and Steyvers 2005, for a case of slower detection). In fact, the observed reaction to changes is typically so fast that researchers in the tradition of learning theory point out the challenge that such fast detection poses to classical reinforcement-learning models (Gallistel et al. 2001). Another important result to come out of these studies is that of system neglect (Massey and Wu 2005; Gabaix et al. 2006): Although people are sensitive to change and capable of detecting it, they give too much weight to incoming data (the strength of the evidence), and not enough weight to characteristics of the systems generating
these data (the weight of the evidence). This result is in line with earlier findings by Griffin and Tversky (1992).

All the studies cited above focus on the detection of change by an individual observing the behavior of a mechanism or a process, whose outcomes are independent of the observer's actions. The focus of the current study is on the detection of change in social interactions, in which a person's rewards are determined by the joint action of that person and his or her counterpart. The question is, thus, how people would adjust their behavior following a change in the preferences of their counterparts.

Behavior in situations in which preferences are aligned and situations in which they are misaligned has also been studied before. The former as the assurance problem (Sen 1967) in a game called "The Stag Hunt" (e.g., Battalio et al. 2001), and the latter in a number of games like "The Snowdrift" (e.g., Hauert and Doebeli 2004; Kümmerli et al. 2007), "The Game of Chicken" (Rapoport and Chammah 1966; Bornstein et al. 1997; Bornstein and Gilula 2003), or "The Battle of the Sexes" (Cooper et al. 1989). The former - The Stag Hunt game - is based on Rousseau's metaphor of hunters agreeing to collaborate in hunting a stag but each may be tempted to abandon their post and go after a passing hare. A stag is worth much to every one of the hunters that share it but can only be hunted if all are committed to hunting a stag. If they were not all there, those who still are would return emptyhanded. Each could hunt a hare on his own, hence this option is less risky; this option is, however, also less profitable because a hare is worth less than a share of a stag. In the game, usually played in pairs, if both players choose what is best for each of them, namely, a 'stag', both gain most but the choice involves the risk that the other would fail to act accordingly. From a game-theoretic perspective, this game has two pure strategy equilibria: one with both players always choosing to go for the stag and the other with both always choosing to go for the hare. From neither of these states can any of the players profitably deviate.

In the three games of misaligned preferences the combination of actions that is best for one is always bad for the other. For example, the Snowdrift game represents a situation in which two drivers are caught in a snowdrift blocking their way home. If none gets out of their car to shovel the snow - both may perish. If both do get out to shovel they would share the unpleasantness of the chore but get home safely and fast. Best for each of them, of course, is to stay in their car while the other does the shoveling. This game too has two pure-strategy equilibria - with either one or the
other shoveling - and also a mixed-strategy equilibrium - which, although less profitable, on average, is the only equitable one. The three games mentioned differ in what happens if both actors give up their preferred action. In the Snowdrift, both are better off when both choose to shovel than when they both choose to stay in their car; in the Battle of the Sexes or in the game of Chicken they are as bad off in both cases. Figure 1 presents a version of the payoff matrices of The Stag Hunt (a) and the Snowdrift (b) games.

| II | B <br> (stag) | Y <br> (hare) |
| :---: | :---: | :---: |
| B <br> (stag) | 8,8 | 0,4 |
| Y <br> (hare) | 4,0 | 2,2 |
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| II |  |  |  | B <br> (shovel) | Y <br> (stay in car) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B <br> (stay in car) | 8,2 | 0,0 |  |  |  |
| Y <br> (shovel) | 4,4 | 2,8 |  |  |  |

1b

Figure 1. Payoff matrices for the Stag Hunt game (a) and for the Snowdrift game (b). The specific values are those used in the study.

All these games have been studied both theoretically and experimentally both in a single move and in repeated choice scenarios and both for pairs of players and for populations of players. The results of all earlier studies describe how people act in each of these situations separately. We study how people adapt to a transition between the two situations: How efficiently they make use of the situation of aligned preferences; how fast they realize that the preferences of their counterparts have become misaligned; and how fast they detect that those preferences have turned back to being aligned.

To find out, we designed a game in which two groups of players had the same set of payoffs but these were associated with different joint actions. In periods that modeled interaction with counterparts whose preferences were aligned, players were paired with members of their own group; the joint payoff matrix then resembled that of the Stag Hunt game. In periods that modeled interaction with counterparts whose
preferences were misaligned, players were paired with members of the other group; the joint payoff matrix then resembled that of the Snowdrift game.

Players could, of course, treat the situation as one of incomplete information (Aumann et al. 1995; Harsanyi 1967) and expect their counterpart's behavior to be a mixture of that of the two types. In that case, no change in behavior is expected following a change in a partner's type. However, since change in the counterpart's type occurred periodically - and players knew it to be so - we expected players to attempt to detect those changes and adjust their behavior accordingly.

To detect changes fast one ought to be reactive to one's most recent history. Taking into account a lengthy history of past occurrences would postpone one's adjustment to change. The highest level of adaptation to a changing situation would result from best responding to the outcome of the most recent action though, of course, at the cost of reacting too fast to noise. To find out if players were indeed reactive to the outcome of their most recent action we tested how well we could predict the chosen action on the basis of only the very last action and its outcome (see Avrahami and Kareev in press, for a similar analysis of repeated choices, albeit in stable environments). If the most recent action and its outcome were found to be a good predictor of players' following action we could see how each outcome affected the players upcoming choice. The study was designed in such a way that the value of an actual outcome (i.e., the size of the reward obtained) did not necessarily correspond to the difference between its value and that of the counterfactual one - the outcome that would have been obtained had an alternative choice been made. The design could thus reveal what players were most concerned about: actual gains only (in line with pure reinforcement-learning models, e.g., Roth and Erev 1995) or a comparison of actual and counterfactual gains (e.g., Avrahami et al. 2005; Grosskopf et al. 2006; Hart 2005; Hart and Mas-Colell 2000; Selten et al. 2005; Yechiam and Busemeyer 2006).

## METHOD

The choices players faced were symbolized by colors: On each round players had to choose between blue and yellow. In order not to confuse players about their own preferences, the preferences of each player stayed stable throughout the game. Half of them preferred a joint choice of blue ('type 1' players) and the other half preferred a joint choice of yellow ('type 2' players). A change in one's counterpart's
preferences was modeled by changing the 'type' of the counterparts with whom one interacted: In periods of aligned preferences, players were paired with ones of the same 'type' (i.e., preferring the same joint color) and in periods of misaligned preferences they were paired with players of the other 'type' (i.e., preferring a different joint color). As a result, in periods of aligned preferences they were playing the Stag Hunt game and in periods of misaligned preferences they were playing the Snowdrift.

The instructions informed players of the existence of two types and presented the payoff of the joint choices for each type. Payoffs were $8,4,2$, or zero points corresponding to the values in Figure 1. Note that a player's payoffs for the various combinations of choices were the same for both types. It is the alignment between one's payoffs and that of one's counterpart - in the different joint choices - that differed between the aligned and the misaligned situations. The instructions also made it clear that every player's own type would be assigned at the outset and remain unchanged throughout the game. On every round every player would be randomly paired with another: In certain periods this other would be of the player's own type and in others of the other type.

The game was computerized and played in sessions of 12 participants in the Ratiolab laboratory at the Psychology department of the Hebrew University. Participants were rewarded, on each round, in line with their value for the combination of their and their counterpart's choices. The conversion rate was 1 New Israeli Shekels (NIS, about 25 US cents) for every 15 points gained in the game.

## Pretest (with no change)

To acquire a baseline for behavior with a counterpart of a different type (namely, a counterpart whose preferences were misaligned with one's own), two sessions were conducted in which players always played with others of the different type. Thus six players of one type were each randomly matched, on every round, with one of the six players of the other type. These sessions lasted for 60 rounds. ${ }^{2}$

[^1]
## Main experiment (with change in preference-alignment)

The main experiment involved periodic changes between aligned and misaligned pairings. For generality, the experiment was conducted under three different change conditions; these differed with respect to the overall rate of change and the predictability of a change. A change occurred at about every 15 rounds, every 20 rounds, and every 30 rounds. In the sessions with a change occurring at about every 15 rounds and in those with a change occurring at about every 30 rounds a random number, drawn from a uniform distribution in the range of -2 to +2 , was added to 15 or 30 to make the change less predictable. In the sessions with a change occurring at about every 20 rounds a random number drawn from a uniform distribution in the range of -5 to +5 was added, Two sessions were conducted with each change condition, making 6 experimental sessions in all. Each experimental session lasted for 120 rounds.

## Participants

Twelve students of the Hebrew University, recruited by email from the Ratiolab's database of participants, took part in each session. There were thus 24 participants in the pretest and 72 participants in the main experiment. Participants earned, on average, 38 NIS.

## RESULTS

The first question was whether players detected the changes and reacted to them in their choice of action. As a dependent measure we used the proportion with which the players chose the color that corresponded to 'stag' in the aligned periods or to 'stay in the car' in the misaligned periods. This was the color that could have earned them 8 points (but also zero points, depending on their counterpart's choice). For brevity we shall call this the 'stag' choice. The average proportion of choosing 'stag' was 0.82 in periods of aligned preferences and 0.59 in periods of misaligned preferences. This difference indicates that players reacted to the situation they were in. The latter value is very close to the average proportion of choosing 'stag' in the pretest, in which preferences were always misaligned (0.61).

Finding that players detected the changes and reacted to them, we turned to explore the dynamics of that detection. How fast did behavior change following a transition from aligned to misaligned preferences? How fast did it change following
the opposite transition? Figure 2 presents the average proportion of choosing 'stag' on each round, together with the preference status line (aligned $/ \mathrm{misaligned}$ ). ${ }^{3}$ It is clear from the figure that behavior changed almost immediately following a transition from aligned to misaligned preferences and also fast, but more slowly, following the opposite transition. Indeed, comparing the proportion of 'stag' choices on the last round of aligned and the second round of misaligned preferences (i.e., the first round on which the change could have been reacted to) reveals already a highly significant difference $(t(203)=5.74, p<.001)$. For the opposite transition a significant difference is evident one round later, on the third round, namely the second after a change could have been reacted to $(t(155)=-2.42, p=.017)$. Neither the frequency of a change nor the level of noise in its predictability resulted in a significant difference in the speed of detecting a change.







Figure 2. The average proportion of choosing the 'stag' color on every round, separately for each session. The additional, saw-like, line represents periods of aligned and misaligned preferences ( 1 and 0 , respectively).

As to the players' gains, these were, on average, 6.18 points in periods of aligned preferences and 3.39 in misaligned periods. The latter value closely resembles that in the constantly misaligned pretest (3.13 points).

[^2]With the results demonstrating a quick response to change in the preferences of their counterparts, it is quite obvious that players reacted to the outcomes of their very recent choices. It was therefore interesting to find out how and how strongly they reacted to those outcomes. We remind the reader that there were four possible outcomes, two for each of the two available options. Following a choice of one's 'stag' color one could earn either 8 points - if the counterpart chose the same color or zero - if the colors mismatched. Following a choice of the other color one could earn either 4 points - if the colors of both players mismatched - or 2 points - if the colors matched. As was already mentioned above, with regard to having chosen 'stag', one of the outcomes, that of not earning anything, may have given rise both to disappointment with the no-gain and to regretting one's own choice: Choosing otherwise would have resulted in a gain of 2 points. With regard to having chosen non-stag, earning 2 points may also have given rise to disappointment: had the counterpart chosen a mismatching color one would have gained 4 points instead. At the same time, in earning 2 points there is no reason for regretting one's choice because choosing the other color would have resulted in no gain at all. It is the choice of non-stag that resulted in earning of 4 points, that is most interesting: Although hardly a cause for disappointment (4 points are the second best level of gain and had the counterpart chosen differently the player would have gained less, namely, 2) it is clearly a cause for regret: choosing otherwise would have resulted in a gain of 8 points. How did players react to each of those outcomes? Which outcomes made them more likely to stay with their previous choice and which made them more likely to switch to the other? Did these patterns correspond to the emotional reaction likely to have emerged? Was it actual gain or regret for forgone payoffs that drove their choice behavior?

To find out, we used the four outcomes as predictors of the players' upcoming choices. More specifically, decisions were classified as either repetitions of the previous choice or switches from the previous choice and these two values were regressed on the four possible outcomes of the previous choice. The analysis was conducted separately for each participant. The goodness of prediction was high, as expressed in the average $\mathrm{R}^{2}$ of the regression analysis, which was 0.31 (median $p<$
.001 or, perhaps more informative, only 5 out of the 72 players had a p-value higher than 0.05). ${ }^{4}$

The weights assigned by this analysis to the different predictors can be interpreted as the tendency to repeat a choice following either of its outcomes. Figure 3 presents the tendency to repeat each of the two options - 'stag' or 'non-stag' following its two possible outcomes - the one that may and the one that may not have given rise to regret.


Figure 3. The tendency to repeat a choice following each of the outcomes. The higher line represents reaction to the two outcomes of having chosen the 'stag' color (gaining 8 or 0 ) and the lower represents reaction to the two outcomes of having chosen the non-‘stag' color (gaining 2 or 4 ). Note that the tendency to repeat following a gain of 2 is higher than that following a gain of 4 .

The figure shows that there was an overall higher tendency to repeat a choice of the 'stag' color (which reflects the overall higher proportion of the 'stag' choices, reported above). Most relevant to our thesis, the figure clearly shows that the tendency to repeat the previous choice was high when there was no room for regret and lower when there was. An analysis of variance carried out on the tendencies to repeat revealed these two main effects to be significant and no significant interaction between them. For the tendency to repeat the 'stag' versus the 'non-stag' color $F(1,69)=46.85, p<.001, \eta_{p}{ }^{2}=.40$, for the tendency to repeat a choice following

[^3]regret versus no-regret $F(1,69)=101.57, p<.001, \eta_{p}{ }^{2}=.59$, and for the interaction $F(1,69)=1.83, p=.18, \eta_{p}{ }^{2}=.03$. It is particularly striking that the tendency to repeat a choice after the relatively high gain of 4 points was so much lower than the tendency to repeat a choice after earning 2 points. Only the effect of regret can explain that.

## CONCLUSION

How quickly, then, do people react to a change in their partner's preferences? The results reported above indicate that they react very quickly. In addition, and as was to be expected, they respond faster to a change from aligned to misaligned preferences. This is because as long as preferences are aligned selfishness and care for the other converge and the general atmosphere is that of cooperation. Once preferences become misaligned, however, what used to be an act of cooperation is so no more. Now, cooperation would mean giving up on one's more lucrative rewards, being ready to make do with less. This, in turn, comes at the risk of being taken advantage of hence a mixed strategy may emerge. With partners mixing their choices, the signal of change in preferences - from being misaligned to being aligned - is be more difficult to detect.

Still, the results show that detection is very quick in both cases; so quick, in fact, as to rule out the assumption that the burden of accumulated history has an effect on decisions. In that, the results observed complement those of earlier studies involving individual judgments and decision making (Brown and Steyvers 2009; Gallistel et al. 2001; Shettleworth et al. 1988), and add support to the idea that changes in the environment are detected fast thanks to a limit on the past experience considered. We go further and propose a simple mechanism - an immediate reactance to the experience of regret - which renders navigation through repeated decisions in changing environments automatic and efficient. As we have shown elsewhere, for behavior in stable environments (Avrahami and Kareev in press), such reactance could well be completely impulsive: it occurs unawares and does not diminish with experience. This is not to mean that players do not consciously deliberate, calculate, and test their decisions. All it says is that there is a residual impulsive reactance, most strongly to the feeling of regret for not having decided otherwise, that guarantees
close tracking of the physical and behavioral contour of the environment - whether stable or changing - within which one operates.

The results of this study are also in line with the finding of system neglect (Massey and Wu 2005). In fact, the impulsive reaction to the most recent outcome can be regarded as the utmost neglect of the system, namely, of any prior information about the prevailing situation. Impulsive reaction thus reflects a deep suspicion of such information - either given or learnt through experience - resulting in heavy reliance on recent experience with the latter guaranteeing fastest adaptation to environmental changes.
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[^0]:    ${ }^{1}$ School of Education and The Center for the Study of Rationality, The Hebrew University of Jerusalem, Jerusalem, Israel

[^1]:    ${ }^{2}$ Earlier pretests in which players played continuously with same-type others indicated that they quickly converged to always playing their preferred option. We therefore did not see the need (and could hardly afford) to run same-type, no-change sessions.

[^2]:    ${ }^{3}$ Since change occurred in different rounds in the different sessions (due to the insertion of noise to the transition process) the dynamics of the game are presented separately for each session.

[^3]:    ${ }^{4}$ Two players, who chose only 'stag' throughout the game, were dropped from the regression analysis.

